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Final Renort

The results of this rescarch project have heen described in
the auarterlv proqgress reoorts anl mainly in the naper "The

Lavers 4 to 7 of an Tnterprocess Communication System -

Imnlementation Asmects", which was sunplied with the 5Hth
quarterly nroqress report. Therefore the final report con-
sists of 3 parts:
- a brief summary
- 2 papers "An Tnterprocess Communication Service
Apnlied in a Nistributed Nata RBase Systenm"

(submitted to FCI, Miinchen 10/81) and “The Trans-

port Service of an Internrocess Communication
System (submitted to 7th Data Communication
Symposium, Mexico City, 10/81)

- a descrintion of the user's interface

What has been achieved?

Interrrocess communication (IPC) has heen investiqated. The
result is a svstem consistino of 7 lavers (as pronosed by
I80/7C97/5¢C16), which has been implenented. The layers 1 - 3
huild the interface to a X.25 packet switching network,
Their function has bheen srecified ry CCITT. As some narts
are incomnletely and incorrectly descrihed, soluticons have
to be found to obtain a complete interface. New alaorithms
have heen develoned in the Transport JTaver: end-to-end error
control, in the Session Taver: connection establishment and
release and in the Presentation lLaver: intelliaent data

canverter.

Tn the area of nrotocol ver@?ication Petri-NMetsa, Hoare's CSP

and Tauer's CNSY have heen studied,
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The 2-vear research nroject was the hasis for two new

research proiects, one supnorted by FERO: "Application layer ;
Protocols for NNRS" and the other supported by DFG: "Process ’

Interactions in a Distributed Nata Pase System", Tt was

further the bhasis for collaboration with the GCerman PIX
research aroup and with VGl of ISQ/TC97/SCl6.

Implementations j

All implementations on the PNP11l are made under the

operatina system RSX11™M V3.1 in PASCAL and Assemhler.

Proarams for the I.SIl1l have bheen developed on the PDPL1
(also in PASCAI. and Assembler). The L&I1l runs without

operatina system.

- Connection ™R440-PDP11/40:
3 T™R440 terminals can be simulated on the PDP; the soft-
ware is interrupt Ariven; filetransfer in hoth directions

is possibhle

- Connections PNP11/44-PNHP11/40, PDP11-1T.SI11, LEI11-ISIll:
own-written full-dunlex driver bvased on a asynchronous

line interface

- Connection PNP11-1S7111:
realization of a hardware connection with direct-mermorv-

access interfaces

- T8T11:
- bootstran loader to load anv nroaran developed on a P11
- mini orerating system tn schedule processes in Jdenendence
of timer or of other proceasoes
- IPC:

lavers 6 = 3 are irnlementn? nn thn DPNRPT),

the v,75 jnterface is almngt irmnlemented on the TSI11
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Abstract:

An IPC system for a heterogeneous computer network is
described. Tt is pointed out how the system meets the
requirements of process communication in the Distributed
Data Base System POREL. The IPC system is related to IS0's

model of Open Svystems Interconnection.

Characteristics of the system are: Reliable data transnort

bhased on caonnections, conversion of data itemms and data
structures, sunport for realizing comnlex systems of con-
municatine processes since no asynchronous bhehaviour of
application nrocesses is requirad and since nrocesses can

wait For certain events.
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This work has heen suonnorted hy FPO Srant o,
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1. Introduction

CS is an internrocess communication (IPC) system which is
used in the distributed data hase manaaenment systenn (DDBEMS)
POREL., (PORFL is an exnerimental DDPBMS imnlemented at the
University of Stuttnart). The scervices and the behaviour of
Ce are desianed to meet not only the requirements of a
distribute? data base systen, but also for other applica-
tions which are based on comrunicating processces. Desian
criteria for PORFL /see c.q. FN79, P078/, however, had to bhe
reflected in the design of €S and shall briefly be sum-

narized.

Firstly, the underlaving computer network is heteroaeneous.
As a consequence, software had to be implemented on cou-
puters of Adifferent structure and size. To minimize the
implementation effort of adapting all modules to special
machines, the software has to he portahle. An accentably
portable system was achieved bv usina a high level
progranming lanqguage (PASCAL) for implementation and leaving
the orerating systems untouched. The still necessary machine
dependent coxle, (e.q. for snecial file 1/0, for local event
handlina, for accessing communication devices, etc.) has
been realized by small assembler routines with well defined
interfaces. Only these routines have to he rewritten, if a

new computer tyne shall he added to the networXk.

Secondly, for easy apnlication % has one interface only for
local comaunication (within one corputer system) and for
remote communication (usina the network).

Thirdly, there are performance and reliability constraints.
As long as communiration hy means of a network is con-
siderably slower than within a comnuter, nrotacols have to
be desianed needinag a ninimal nunher of nessaades. Thercofore
An error control mechanism was desianed mainlv bhased on

timers (vhich do not hother the network) and which needs no




additional nessacges in the error-free case. If, however, an
error has occurred, there cxists a reliable resynchroniza-

tion mechanism. For details sce /BoefnN/.

Good nerformance is also obtained, since users of the CS may ]
serve many connections in parallel and are not unnecessarily
blocked by the CS. They may aet bhack control after the local
part of CS has accepted or rejected a reauest. In most :

cases, no remote actions are required for that Adecision.

The services of CS support - to a certain degree - the
reliability of communicatinag processes. Application program-

mers can use an "wait for an event"-service to synchronize

processes and to qget restart points in case of errors and

therefore to realize transparent communication structures. i

Although CS was desiqned hefore ISO introduced its reference
model for Open Systems Interconnection /IS079/, it has a
similar layered structure. Tayering was chosen
- because of its clear separation of different
functions,
- because a certain laver can be described hy
abstractina from the underlyina laver
- because it is easy to adant a layer to new circum-
stances or to Add new functions to a laver.
The advantanes of lavering are well-known and are similar to
those of modularityv. (A lavered system is rodular, bhut the

reverse is not true).

Relation to Previous “Work

Tre desiqn of €S was considerably influenced by the colla-
boration with PIYX. PI¥ snecified computer and apnlication
indenernident hicher level nrotocols which are suitahle for

standardization /NV78, Vn79/,

The notion of service-nrinmitives was introduced hy Rochmann

and Vaont in 1070 /nvIe/ . Tt is essential for the




understanlina of the distribnted execution of requests in a

laverel systen.

Watson and Fletcher descrilbae in /WF79/ their network
operating system which is datagram- and not connection-
oriented. Their timer based protocol and the comparison with
other nrotocol mechanisms qave valuable impulses for the

desiagn of the reliable end-to-end protocol of CS.

Structure of this parer

Chanter 2 describes the architecture of CS. In chapter 3 the
requirements of the users of CS (the Application layer) are
stated and implementation decisions are Aiscussed, which
meet the requirements. Chanter 4 introduces the Presentation
layer which is responsible for data conversion. Chapter 5
describes the Session lLayer. This is the lowest layer which
is concerned in application requirements. The layers telow

are descibed in another paper /Boe80/.

s e w




2. The Architecture

Althouah 150's Model for Open Systems Interconnection stiltl
is in an evolutionary state, it seems useful that con-
munication exmerts accent its suaqested terminoloay and
laverina concept and will thus describe their own systems in

a uniform way.

The lavered homogeneous architecture of CS is illustrated in
fig. 2.1. There we have 3 apnlication entities (P, Py, P3)
distributed over 2 sites having local and renote connec-

tions.

To better understand the layering concept, some definitions
given by IS0 shall bhe reneated here and applied to the
architecture of CS. All functions of CS can he arranaged
(according to ISO) so that we obtain a hierarchy of six
layers. The user of CS forms the seventh layer, the

Application laver. The layer bhelow, layer 6, is the

Presentation laver which converts user :lata, if necessary,

The transport of data is hased on assnciations between

application entities. The purpose of the Session laver

(laver 5) is to oraanize and synchronize the dialoque of

these anrnlication entities. The Transmnort laver (layer 4)

transfers data in a reliable and cost effective way by usina
the availahle comrmunication resources. In CS the

Networ% Interface (lavers 3, 2 and 1) is defined hv X.25.

Fach layer consists of scveral entities which realize its :

associated functions nossibly My cooperatina with other

Y

entities of the same layer (if the function reaquires distri-

e

huted actions) and by usina functions provided hy the

underlvina layer.
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Fach (M)-laver pnrovides entities in the (V+1)-laver with

(M)-services which can be accessed and are described hy

(M)-service-nrimitives. Tn a distributed system it may bhe

necessary that entities of the same laver ((V+1)-laver,
sav}, have to coomerate to execute a certain function. This

is done by usinag an (N+1)-protocol and hy using an (Y)-

service, which establishes and maintains (N)-connections

between cooperating (N+l)-entities for the exchanae of pro-
tocnl data-units. If a function can locally be realized
(involving 1 entity only), no protocol and no connection are

necessary.

Note: Comrunicatinn bhetveen adjacent layers is done by means
of service-primitives, intralayer communication by nroto-
cols. Only the latter needs to be standardized in an onen
system, hecause different computer systems are involved. The

former mav he implemented at one's convenience.

Fach entity consists of 3 functional units (c¢f. fig. 2.2): a
service providing mart at the upper end of the laver, a pro-
tocol part in the middle, and at the lower end a part which

uses the underlyina services.

A (MM)-service-primitive reauest (from the (M+l)-laver) may
cause that some (NM)-nrotocol-Aata-units are aenerated. Fverv
protccol-data-unit is forwarde.? within an (N-l)-service-
orimitive (see €ia. 2.2). If no vrotocol-data-units have to
be cenerated, the (M)-service-nrimitive reacuest mav bhe
mapped into one (M-1l)-service-primitive or it is locally

treated by the N~entitv itself.




3. Annlicntigﬂ laver

The Application Taver (layer 7) is the user of CS. 'lo
assumntions are nade hy CS ahout layer 7-protocol charac-
taristics. T.e, thera may he flow-contrnl mechanisms, error
recoverv mechanisms, annlication entities may work deadlock
free or not. €S is inderendent of the correct workina of
aprlication entities. Mechanisms to define reliable svstems
of comrunicatina processes shall not he treated here. This
is the field of semantics of concurrent proqgrams and of pro-

toconl verification methods.

Nevertheless CS shoull have some nroperties to facilitate
the desiqgn of reliable systems of communicating processes:

- errorfree, insaquence and quaranteed delivery of
anplication data (messaaes, files),

- notification, 1if there are errors which are not
recoverahle hy CS (breakdown of sites or of all com-
minication lines to one site),

~ facility that anmplication entities may synchronize
themselves by certain events (e.q. to get reliable
restart noints), -

- bufferina of requests until the peer application

entity wants to receive then.

As we shall see in this chapter, CS has these »roperties.

The last property shall further bhe explained,

If all amnlication reaquests are twaiffered, no asvnchronous
hehaviour is reauired hv the apnlication entities. In other
words, thav o not have to receive messades or other infor-
matiorn "at anv time", hut CS delivers them when the
anplication-entities are willina to accent them. This essen-
tially simnlifies the structure of annlication-entities,
since interrunt handlina is not needed. (From operating
svstems is is well=tnown that interrunt structures are dif-
ficnlt to analvze and tn test because it is nearly

imrosasitle £t reorotuce a certain bhehavioar).,




3.1 Services Reauired from CS

An important desian decision is: do we necd connections bet-

ween apnlication entities or is it sufficient to offer a
dataaram-service? (N dataqran is a piece of user data
together with its destination address). The 1nain advantace
of dataqrams is that no connections have to be estarlished
prior to Jdata exchange. The nain disadvantaqe is, however,
that consecutively sent dataagrams are not related with each
other wherecas data sent within a connection is time related,

their sequence is maintained.

Fletcher and VYatson /UF79/ are advocates of a dataqram-
oriented service. They say that the cormunication structure
of most avnlications is merely a reauest/resronse schenme
with no need for additional cormmunication and therefore all
the overhead cf connection establishment and release is not

justified.

In PNREL, we also have request/renly structures /BP79/, so a
dataaram-service scems to he avnronriate. Rut reauests as
well as renlies may consist of one or 'iore control messages
and one or more input (outmut) files which have to re hept
in seauence. Therefore, from an anplication nrogrammer's
view, who tas to deal with recoverv and rescts, it seems
easier and leads to rmore transparent structures if com-

runication activities are tracketed by COMNLECT and

ISCHNMNCT and 1€ insequence delivery is auaranteed hetween

rt

hese hrackets.

Summarizinag the nroverties which we hWave mentioned in the
nrevions sections, we now can list the reauirenents of the
anplication laver (1,7):

- Connection establishment/release “etuvoen T7-entities

- MMdressing af [7T-entities an? L7-connections

- Trrorree transnort of 17-Aata (hessaces, files)

- Plaw comtral mrcransims

- fewveral clasces of Jary orioritiecs
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- Conversion of L7-data, if IL7-entities have different

reoresentations for data structures

- Mo asynchronous events, i.e. all service-primitives
have to bhe 8P (downwars service-prinitive, from
1.7 to the underlyina lavers) (cf. ch. 5)

- Facility of waitina for certain events

- Information about messaces and about the state of the

connection.

These services are implemented by offering service-primitives

- for connection handling: COMMECT, DBISCOMNECT,

- for message exchange: TRANSHIM, AVAIT,
- for file exchanae: TRAMNSMITF, AUAITF,

- for getting information: INIPORM
- for declaring data structures: DECLF.
A complete list of the service primitives and their parane-

ters is given in /Roef0/.

3.2 Addressing

Maming and addressinag is a topic mostly treatedl in an ad hcc

‘manner. This esnecially is true for distribhuted svstems. A

gon? discussion of the nroblems in this field is aiven bv
Watson /¥%afn/. IS0 was engaged in this area, too. In its
reference model /I1S079/ it mainlv clari€ies the related ter-
ninology, which we will use to describe the namina policy

within CS.

Anvlication entities uniauely have to he addressed within
the scone of the whole distributed system. This implemen-

tation (fia.3.1) uses the process-name (PMAIN) which is nro-

vided bv the operatina svstenm (cverv entitv is a nrecess)
tocether with an identifier of the comnuter svstem ('OD!) as
a uniaue address of an arnlication-~entity. (M'ore vrecisaely
PHAIT {5 a manninag of the oneratinag svstem's nrocess-nanc).

PAVAME And NIONE are nachine-coriconted nanes.




Ml pakiaas b

A nane convenient for neonle is the process-tyne-nane (D7)

which is associated with each amnlication-entity. Tis nanme
is chosen hy the application proararver. If an anplication-
entity bhecomes alive, it qgets a PNMAMF and can be reagarded as
an instance of a certain process-type. For the CS PTM is a
special sort of a aeneric process nane. Refore a new
instance of a process-type is created (i.e. hefore an anpli-
cation nrocess is started), only its PTHM is %noun but not

its PMNAYE, which it only will aet from the overatina systen.

As apnlication-entities can maintain several connections in
parallel, these connections have to be distinauished, YWe use

connection-numbers (CYN0O) to uniaquely identifv connections

within the scone of the apnlication-entity.

The triple MNODW,PMANME.CNO forms A hierarchic name which uni-

quelyv jidentifies a connection in the distridhutel system. The

.

s
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relation to 190's naming and addressing schemre shall now be

exnlained.

In IS0's model an (N)-entity is attached to an (N-1)~-

-service-access-point and can bhe addressed hy the (N-1)-

-address of this service-access-noint. Refer to fia. 3.1 for
an example where the application-entity FNIN1 has 3 connec-
tions. '’ assume that the presentation-service-access-point-
address is TNI01 as well. Several connections within one

service-access-point are distinauished by (N-1)-connection-

~endpoint-identifiers which, however, are an acreement only

between both related entities (of adjacent layers) and are
not part of the address. In our nicture these identifiers

are the numbers 1, 2 and 3.

If an (N)-entity wants to establish an (N-1)-connection to
another (N)-entity it has to kXnow the renote (M-1)-address.
As in CS an aoplication-entitv mav address a certain connec-
tion of a remote entity at connection establishment, the
triple NONE.PNAME,CNO is taken as a orescentation-address

identifying a nresentation-service-access-point.

For the DNRMS PORFL this pure process (or entity) oriented
naming method is not very well suited. Communication does
not take nlace between anv entities but between those
workina for a certain transaction. A transaction oriented
data base svstem neoeds sorvices like
- establish a connection to that entitv which is of
tvrne PT! and works for transaction TNO
- send?! messane m to all entities workina for transac-
tion TNO.

In POREL the acneric nane DTN therefore was oxtended and nay

identify a orocess tvee as well as a transaction.




RN

4. Presentation laver

In an internrocess communication svstem the presentation
layer (L6) has to manage conversion problems which arise
from different comouter systems or different programming
lancuaces. Telow 1% data is indermendent of such differences.
The application and the implementation languaqe mainly
determine the occurina data structures which have to be
converted. Txamples of structures {(of increasing complexity)
are

- inteqer, real, decimal, character, boolean, subrange

- array, record, string

- sequential file, random file, list

- outnmut line of a printer, naqge of a terminal.

To convert data, A has to know the structure. It can he

explicitly or implicitly defined.

By explicit definition, L7-entities describe the structure
of a data-unit before or at transmission (e.qg.: '3 inteqer,
6 character, ...'). Structure descriptions and values of

data-units are semarately maintained.

Py imnlicit Aefinition, values and structure descriptions
are nixed. A rmessaae or file censists of data-units which

have the followina forn:

<data-unity ::= ¢tyne ¥ &lna®valuey, ... ,valuejpg?.

"hich one of the 2 methods is used depends on the 1L7-
entities, If they need transnitted data tooether with their
structure descrirticn, imprlicit definition is advantaqeous.
I onlv a small set of structures eoxists for all messaaes
ant “ileg, exnlicit defiaition is more efficient, esvecially
hecanse the deoscrintion can be omitted for local Jdata

transfer.
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4,1 Services Provided to 1.7

- Conversion of data of tyne
- inteaer
- real
- character
{other tynes vill he included in further versions of
the CS)
- No conversion of data which has to bhe transparently
transnitted,
- Facility to definn the structure of L7-Adata.
- Facility to reference defined structures with
identifiers.
- Facility to transrit the structure description to the

destination L7-entity.
Other services such as establishment of connections, trans-

mission of data, etc. are passcd unchanaed to the session

layer.

4.2 Imnlementation

In PORFEIL the only structures used for communication are:

- inteaer, real, character

-~ array, record, seaquential file.
Other structures such as bhitree, list or cluster :Jdo not
occur at the communication interface but are treated within
PARNL's lavers. The homoceneous structure of PORTI causes
that €8 is as well relieved from problems like conversion of
accens riaghts, access paths, nassworids, commands or lirec-

tory infornqation.

Tf conversion is necessarv, T6 converts data to a standar?
reoresontation and then to the reoresentation of the remote
apnlication, The introlaction of a standard causaes, that by

having n different svstens, 2n convertors arse neoded with

stanlar?, and n{n-1) converter:s without ik,




Por describina different data repnresentations, includina the
standardl, Holler and Drobnik nronosed in /1ID75/ the use of

descrintion vectors. An inteder e.a. can qgenerally be

described ny the veator

n(r) = (n, O, Nm, )
N ... total lenagth in Hits
0 ... nffset

Ny . lenath of the nuwber in bits

0, if no complement is use??
C ... 1, if B-1 for neacative values
2, if B
/// ':/';
e 71 s ///
| —
| ——
o sian Ny
| S —~ -’
n

Fia. 4.1: General inteder representation

Accordina to this method e.a. a PDP~integer has the vector
MMI)ppn = (16, 0, 15, 2).

For CS aeneral vectors as wvell as vectors of the staniard

ranresentation and of all systoms of the network have hean

gsnacified for inteaer, real, character and decimal. Theyv are

sufficiant to cormmose and describe the other structares

(arrav, record, file).

™o conversion module »f layver 6 (Fia. 4.7) aan easily bte
exton’ad for additional structures bv only adding the ney

transforaation riules and the now Jdescrintion vectors.




description of innut strean

l

input data stream outnut Adata stream

COoN —

T

transformation rules

Fia. 4.2: Conversion module of laver 6

The homogeneity of the software implies that data do not
have to bhe converted for local connections (onlv one
proaranmmina lanauaage is usced). Data nossibly have to he
converted, however, for connections to different comnuter
systems, Therefore the presentation laver is implemented as

a function within the transnort layer.

Up to now the TéH-protocol is rather simple. Only 1 tvpe of
L6-protocol-data~unit is needed, for transmitting a struc-

ture descrivtion to the remote Lh-entitv.
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5. Session laver

The session layer is resvonsible for estanlishinea, rain-
tainina and releasina session connections. It sumrnorts the
transfer of megsaaes and of files. Tt comprises Mlow control

and error control mechanisms.

It buffers all requests comina from remote L7-entities
rather than rassinag them to local l.7-entities as
"indication"-events (as mentioned in ch. 3.1). This service
shall be further exvlained. According to Bochmann /RV782/ an
(N)Y-service-primitive consists of 4 events (see fia. 5.1).
The service requestinaga entitv ({N+1l)-entity, say) issues a
"reaquest” by callina ¢SSP and aets a "confirmation". At the
remote site, the (M)-entity issues $SP with the event

"indication” and aets a "resronse" event.

The events “"request" and "indication" presunvnose the ahility
of handlina asvnchronous events. CS entities have this abi-
lity, I7-entities are not sumposed to have it. Therefore
orly "request"” and "confirmation" events exist at the L7/CS

interface.

(r)- near () -
entity entity
{sr dsp

indication

re

rooauest

confirm, rasnonse

Mg, S.1: Tvents of a service nrinmitive

5.1 Sessimn Onpnection and Pelease

Nocarnection bhetuyecen 2 TT<entities ta o called a onrogontation-

conection. As there is no Ih-service “or cernnection

catablichrent/roelraan, anch roginests are »asae ! o bhe

i iiew




asession laver and nresentation-connections are mapoed 1:1 to

session connections.

A session-connection is therefore identified Jjust as a
presontation-connection by the 2 addresses:

(MODFy. PMAME. CHOY  , NODEL. DNRIE,, ON0,),

Within a connection reauest bHoth addresses have to he sne-
cified. 75 stores all reaquests and establishes a connection
if two I7-entities have issued retiests with matchina
addresses. Mo indication and no resrmonse events are needed,
This method reduires an extension of the service-nrinitive

concent. Two tynes of confirmation-events are needed (fia.

i 5.2)., CONPIRMATION] indicates, that the request has heen
r nrocessed by the session laver (accented or rejected).

] COMPIPMATION, indicates that a connection hag heen

i

estahlished. Fiqure 5.2 shows two cooneratina session-

entities (L5; and L55) handling CONMECT-gervice-nrimitives.

L5 supports aeneric names, i.e. MNODE, PMAME, CNO and PTN mav
aenerically he gpecified havina the meanina "anv NODE", "any
i P

PMAME®, etc. Another sort of aeneric nares is PT™N itsel®. Tt

i a aeneric name for PYAME (cof. ch. 3.2).

Analeoaous to the establishment, a connection is released not
I

hefore roth I7-entities have issued release-resauests (seeo

fie, 5.3). This as well is realized by 2 tvnes of confir-
[ ratieon events. The release is "soft", i.e. if one L7-cntity

issurs a release-recuest, the remote T7-entity may further

receive messaades and files antil itself Makes & release-

reguest.

COMIMET and DISCONMNICT are imnlemented so that the
apnlicatiorentitv may et hack control after the

(SISO RAR LAY T —-event.,

T WA T e T TR . T

{ T a connection cannot bte “urther maintainsd hy the session '

1aver, o.a, Rocasnse of unrocoverahle errars or bhecoaae e




rarote nole has crashed, the axistinAa

ends of a connaectionn

chanae their state to "error', As thero are no "indication*- |
¥
events, T7-entities rocoomize such an orror <tate not Yefore ‘
cormmletion of a service-nrimitive.
i
i
1
1
L%l TF.")' !
conminer proto cof-
{dd’l'a-»uuﬁx .
Xeaquest ;
[ -
ramqiect
>3
0.')..
{
sf=cOnfirm, o
Fie. 5.2: Mxtended events for connection establishment
1.5y .59
‘-—-—-'—-“"——_—-_—_- ;T\Iq(‘ﬂw\v\‘w‘m
11 B Pk SR I AN RN
Yemmest
<l 2T *
- cOn i

i, 5.3: Connection reolease
5.2 Mata Txelanoa

[7=Adata-units are reasaaas helondgina to cortain elasses

(Rich can be seen oo, As rrioriry el

soasinn Tavrer tranaoiteg aba-nnisa oo

~yl

avnes) ar files., =0

Ataivirg ehag-
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soeantence and their olass. At the rocote site data-units are

stored until the T7-ontibty vants to receive one,

As I7-entities are not sunposed to have flow control) mecha-
nisms, the Ih-entities have to nrotect theirselves acainst

data overflow.

The layer 5 flow control consists of 2 components:
- a L7/1I5 interface flow control and

- a IS-intralaver flow control nrotocol.

If there are too many messades (files) at the renote site or
in transit, the interface flow control causes that further
transmit raaguests are rejectel. Tn other words a [L7-entitv
is stonped to issue further transmit reauests if its reer
I.7-entity is too slow in receivina data-units or even has

stonped to receive anv.

A L5 flow control nrotocol is necessary because [LS-entities
must have the same knowledge abnut the number of data-units
within A session-connection. Tf a data-unit enters or leaves

a connection, the remote entity has tn he inforred,

A L7-cntity aets no notification if its peer IL7-entity has
received a data-unit {seec Fiag. 5.4). Mt T7-entities nav

inform thermselves of the muimber of data-units wvhich hrave

| heen sent hut not vet receiveﬂ.\
T,'-w] [57

rrnisr
i rocneat
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1
confir:-, l

$nvne |

rooyoagt

—
‘ confirn, '

in., 5.4: Yragsaan oxachanoe




5.3 The ""'ait for an Fvent" - Service

If a I7-entity wants to receive a nessaae from its neer 17-
entity, how does it %now when a messadge has arrived? It ay
loon on the "receive a messaage'"-service-nrimitive (AVAIT)
but this is no agoced nroaramminag method. The "“wait for an
event"~service releases L7-entities from such busy waits. Tt
allows L7-entities to wait
- until a certain connection is estadlished or released,
- until flow control constraints allow to transmit
another data-unit,
- until A messaage on a certain connection or on any of
the L7-entitv's connections has arrived,

- until a certain file or any file has arrived.

This service is realized by a marameter of a service-
-orimitives (the CTRL-parareter)}. The user thus swvecifies

the event it wants to wait for or it smnecifies, that it Adoes

not want to wait.




f. Conclusion

The internrocess comnmunication svstem CS was described in
this naner. Reauirements of the application entities (which
are the users of CS), have been Jdiscusse? and desiqn cri-

terta have bheen derived from them.

Y1ith its connection service (rather than dataaram service),
its "wait for an event" service, and its relia»le Adata
transport with data bufferinag at the destination, 8 reore-
sents a tool hy which apnlication programmers can realirne
even commnlex communication structures in a clear,

transparent and reliable way.

In to now the Adescribed addressina mechanism of CS (see ch.
3.2 ) is mainly practically oriented and should not bhe

readarided as a contribution to I180's work. Further work has
to be done in this area to clarifv the reauriements of the

aronlications.

ooy

Another area which (in mv opinion) nesds a lot of further
studv is the nresentation laver. Most irnlemented IPC
systems (includina file transfer systaoms) only use a very
sirmnle conversion mechanism. Fitner they onlv allow
character strinas to he transnitted or data of only cne tvre
{(e.a. onlvy inteaers or reals, etc.). Structured tvres are

not considered. For our nurposes the means of descrintion
voertars Ls amaronriate to desarive (simple) data structares.
“hether 1t is suitahle for other aonlications and for very

complex strinctiires remains to e scen,

C3 is irplenentes? on PNP1ls {lavers 7 to 4) and T2T11ls !
{(lavers 3 to 1) under the oneratinag svsteom NSMIIMY, The
IL3T11s Aare nse:d as fFront-end to relieve the mainframe from
Pit- or buvte=handline comrunication nrocedures. PHP1L and
TST11 are connect2? via dirnct-menorv-access (OMA) - intsr-

faces.
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The Transnort lLaver of an Interprocess Communication System
which is used in the DPNRMS PORFEL is introduced. It compriées a
new end-to-end error control nrotocol which needs a minimal
number of messaqges in the errorfree case and avoids unnecessary
retransmissions in the case of errors. This is achieved by
using timers, seauence numhers, nositive acknowledaement and

a special resynchronization phase.

This nrotocol is compared with other end-to-end mechanisms:
ARPA's host-to-host nrotocol, Noh Standard Transmission Control
Protocol, and PIX Status Fxchanae Protocol. The use of the
error control protocol is described for the tasks of the
Transnort Taver: connection estahlishment and release and

data exchanae.
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1. Tntroduction

The Transnort Service described in this narer is part of an
Internrocess Communication (IPC) Svstem, which is used in the
distributed data base management system (DPRMS) PORFL for Yata
exchange hetween computer systems. (PORRI. is an exnerimental
nNPMS implemented at the hiversity of Stuttocart). The IPC
system was desianad to meet not onlv the reaquirements of a
DNEMS but also for other anplications which are based on com-
municatina orocesses. Nesian criteria for POPFRL /see c¢.a. FN70,
Pn7R/, however, essentially influenced the desian of the 1n¢

system /Roefll/.

As PORRIL, is implemented on different computers which are con-
nected hy means of a network, we have to deal with heteroce-
neitv. The interconnectina data network may he local or nuhlic,
but we assume that it is based on racket-switchina technoloay
and that everv computer is connected to it hy CCITT's standard
interface ¥.25, which is most frequently used in a heteroae-
neons environment. The arowth of public packet-switchina net-
works in the last 5 vears justifies this assumntion. There are
X.25 networks in ®rance (Transmac), ".K. (PSS), Snain (RETN),
Jarman (MMX), IS (Telenet, Tvmnet), Canada (Natanac) an?d TR
{(nATEX-P), There are international networ¥s as e.a. Turonet and
there are connections hetween networks (aatewavs): Transnac is
connected with Furonet, Telenet and Tymnet, Datapac is con-

nected with Telenet and Tvrmnet /Pou”d, 7P3N/,

Tt should not he concealed that V.25 has heen heavily criti-
cized, As the descrintions of the ecarlv versions of Y.25 wvere
rartlv inaccurate, arhiaduous and incomnlete, almost overv net-
work djffersg frorm the others. Therea are serious Ai1fferences
wvhich even influence the lavers usin~ V.25, i° they take advan-
taae of Ffeatures not nrovided ecvervemere, as e.n.:

- all V.25 functions in the Jananese notworry have end=to-ond

sionificance, normally thev Jdo not have,
- same notwuorkts nrovide modnlo 172 nacket-level! nnohoerinea,

- aome networys Allow additional fFields in CALT ovmreoren,

(_‘YI.‘[\H AN DT IEAD (‘r\,"r‘rnuvr\.vnr/\q ‘,A\n(“b(,tq.




A complete list of ¥.25 network differences is found in /RPRO/.
Since 1976, when the first version of Y.25 was approved, it has
been further developed. The networks mentioned ahove are bhaser
on the versions X.25 (1976) and on ¥.25 (1977). The latest ver-
sion of recommendation ¥.25% has heen aonroved in 1980, Most of

the networks will surport this version by the end of 1981.

In snite of all controversies about X.25, its wide-spread use
makes it convenient to take it as a basis for interconnecting
computers. The differences bhetween ¥.25 networks, however,
makes it necessary to aaree unon a common set of functions,
which should bhe provided by every 'etwork layer, if X.25 should
serve as a hasis for the implementation of an TPC service. ISO
/IS079/ or PIX /PIX79/ propose that "the Metwork layer should
provide for the exchanqe of (network-service-)data-units bet-
ween transnort-entities identified hy network-addresses over
network-connections". (The technical terms in this sentence are
later explained). The Transport laver introduced in this paper
follows this recommendation. Tt is assumed that the network
service has the following characteristics:

- Connection can be established and released between end-
svstems (hosts, or more exactly: transport-entities).

~ The connection release vhase may ourge data being in
transit.

- MData-units are transparently transferred and their
sedquence is maintained. Rut there may be losses and
dunlicates.

- Frrors may or may not be notified to the Transport laver.

- Plow control constraints mav cause the Network Taver to

temporarily reject data-units from the Transport Taver.

After havina hriefly descrited what is exmected from the laver
helow the Transport Tayer, we now look at the redquirements of
the lavers ahove., Mcnuillan states in /McHRO/ that in most net-
wort: nrojects the communication's subnetwork has been desioned
first and that this inside-out apnrnach, startinag from the
l1nwest level Functions and workina towar:ls the nser, has not

worked well, The TP gustenm -lesaribed here was desianed




ton-down, heainnina with the user's reauirements and only
realizina those functions in every layer which are needed by
the laver ahove. For the Transport laver, the laver above is

the Session layer which is described in /PoeR0, Roefl/.

In /Roefl/ the need of session connections is discussed. Ye
statet that for keeping messaqges in sequence, facilitating
recovery procedures and aettinag transmarent communication
structures, in the Anplication laver a connection service
rather than a Adataqram service is hetter suited. Therefore the
Transport Laver has to provide connections hetween session-
entities. It further should provide for a reliabkle data
exchanae service which auarantees that data-units maintain
their sequences and that no duplicated nor damaged data-units
are delivered. This service should recover from lost Aata-units
and inform the Session laver if there are unrecoverable errors,
e.n. hreakdown of a remote site or of all connections to any

site.

What is new?

The error control protocol of the Transport laver was desiqned
under the assumption that there are only few errors which can-
not be recovered by X.25 and that the exchanae of Adata-~units by
means of a network is considerably slower than within a
comnuter. Therefore only a minimal number of control messacaes
(i.e. messages which do not carrv user data) should be
exchanaed in the errorfree (= normal) case. Some implemen-
tations use a 3-wav handshalie nrocedure (a message is
acvnowledaqed and this acknowledaement is acknwledaed as well
to indicate that the sender has really sent a messauge). In
snite of beina reliable, it is not very well suited hecause it
needs ? control-messanes for every data-unit. 'l fnllow the
idea of Tletcher and "atson /FI78, WFTY/ to use tirers rather
than control messaces, hecause timers are a local means and do
not bhother the netunry. Tn the errorfree case -our »nrocedure

needs twn timers and one acknowledainag messaace.

pory




ITn case of errors most imnlementations simnly retransnit
unacknowvledaed or timed out messades without ennsiderinag that
perhans onlv the acknowledaement (ACK) bas been lost. Refore
retransmittina a messaae (possibly a long one) our error
control nrotocol assures that it was really lost, otherwise the

very short ACK-messaage is retransmitted,
The error contronl nrotocol recovers from network aenerated
resets, data losses, Adunlicates, misdeliveries and out of

seauence data.

Orocanization of the paper

To make the reader familiar with problems concernina the
Transoort Taver, chanter 2 analyses some error control and flow
control problems. Chapter 3 briefly describes some (in ny
opinion) important end-to-end protocols and discusses their
advantaages and disadvantadges. Chanter 4 and 5 deal with our
realization of the Transport Taver. The error control nrotocol,
the connection establishment and release nrotocol and the data

exchanae vrotocol are introduced.




2. Transport DProtocol Characteristics

A transport nrotocol is mainly denendent on the services it has
to provide:
- Which cormunication structures are needed? Pairwise,
multidestination, or broadcast communication: dataagram-
or connection-oriented? '
- How can entities be addressed?
- Which error control and flow control mechanisms are
needed?
- Shall multinlexina, semmenting and blockina be supnorted?
- Are several inderendent data streams and nriority data-

units neede-?

Tt is Further dependent on the underlyina Metwork Laver and
technoloay. 'Inder the assumption that we need rairwise com-
smunication with connections hased on an X.25-1like Metwork laver
as stated in the introduction, what are the consequences for
the other transvort-protocol characteristics mentionedl ahove?
The aoal is to Aesian simple protocols where ideally user-data
is exchanaed with little control information and no additional
control messaaes, as every control inforrmation bheina exchanaed
between entities bothers the relativelv slow network and there-

fore decreases the caracity of the connection.

Nafnre analvsina the transnort=-srotocol, some terms have to he
AdAefined. N service of a layer can he accessed by an ahstract

service-primitive (abstracting from a narticularly implemented

interface). Accardina to Bachmann /DV7R/ a service-primitive
has A events associatel with™ it (see fia. 2.1). The service
recuestina entity (gsession-entity I51 in fia. 2.1) issues a
"raueat® hv callina +°7 an? aets a "confirmation". M othe
remote site, tre transnort-entitv (1.42) issues 8P with the
event "indication" anl aets a “"resnonsa” event. ithin a
anrvice-nrimitive there mav “e acrvice-~data. A service-data-

~unit ia a rartion n® data heina exchanaed hetween adjocent

1avers,

A1 A puants mav Yo relate? hy franscart-nrotocol-Aata-units

R e
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(fata-units which flow hetween transport-entities), resnonse
and confirmation, however, mav nnlv have lncal meanina. An
examnple where all 4 events are related is the connection
establishment mechanism used in rmest imnlerentations: upon
"reauest" a protocol-data-unit (pdu) is sent and causes an
"indication" event at the remote site. The resnonse: accept or
reject is transmitted back tn the reaquesting site within a ndu
as well, causina the "confirmation" event. T™wo pdus are needed

if all 4 events are mautually related, A

The relation between service-nrimitive and protocol-Adata-unit

is illustrated in fia. 2.2.

Schindler /Schf0/ has (re-)introduced thre notion of service-
primitve in a slicghtly Aifferent way. Ye only uses "reaquest”
and "indication" events. In his anproach the events "response"
and "confirmation" are the events "reauest" and "indication"

of another service-primitive,

2.1 Flow Contraol and Multinlexing

Refer to fia. 2.3 for an example. Sumnose that there are 2 comr-
nuter systems and the session-entity 153 is connectedl with

.53 and 159 with I52. Tach connection may have its own network-
connection or, as illustrated in fia. 2.3, Yoth may hre

multinlexerd into 1 networ¥-connection.

Multinlexine mav be necessarvy 1if onlvy a small numher of network-
connections are available, nossihly only 1 to each site (as in
our immlementation). Tt may he convenient if the underlyina
network is nubhlic, i.e. sunnlied v the PP, and if its tariff
strictnre imnlies that it is more cost-effective to maintain 1

netwvork-connaect.ion for several transrort-connections.

Muttinlevxing increases the nrotncol overhead. Tor if a session-
entitv wants ko transarmit a data-unit over a transnort-connection
to its neor sension-entitv, the local transport-entity deter-

mines thoe reanective netunrd connection andl forwaris the data-

uni+. Tra romote trananart-entityv reocejives it on that
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networ¥-connection, But now has to determine the resp.
transnort-connection and thus the correct session-entity. )
Therefore every data-unit has to be accompanied by a transoort-
connectionn-identiier. In the case of 1:1 marnring of transport-
connections into network-connections, the network-connection

determines the transport-connection an?® thus the resn. sessionn-
entity. Yo further information has tao flow between transport-

entities in this case.

We now will see how multiplexina influences flow-control (FC)
mechanisms. TC is reauired to nrotect a messaace consuming

entity from overflow if it is slower than the messace nroducina

entitiy. There may he FC hetween adjacent lavers (interlavyer
FC) or hetwern co-operatinag entities within one layer

(intralaver FPC). The former does not influence the transnort-

protocol hecause it is only a local means of the interface. The
latter needs control information to he exchanaed across the
network (to indicate that the receiver is ahle to accent
another messaae or to ston the sender) and therefore increases
the protocol overhead.
As X.25 nrovides FC, is it necessary to further have FC mecha-
nisms in the lavers above? Assume that there is no miltinlexina
within the Mransport Tayer. If then e.a. the TLin-entity of fia,
2.3 stons receivina Aata-units from the T4/1.3 interface (L4
stands for Transnort Tayer, 1.3 for Metwork Taver) and if there
is an T4/13 interlaver FC mechanism, L3a's buffers aet full.
This condition may be pnronaaated to the other end of the
netvork-connection (hecause of the ™" of ¥,258) and causes the
L31-entity to stop receivina data-units from the T4yj-entity.
The same araqumentation holds for the hianher lavers so that
finally the entitv of the hiahest laver (an ammlication-entity)
ie stoanred tn sen? further data-units. Trereforae the ¥X,28 FC
mechanism tadether with interlaver 70 rechanisms are sufficient

tn avnid overlowina a raceivine entity,

Tn the case of mil~inlevinag hoth transrort-connections into 1

natgart-aconnectinn as shown in fia, 7,3, Th.'s redioction of
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further Jdata-units causes that T4-'s bhuffers aet full aAn? those
of 139 as well. As T1.32 stoos accentina further Adata-units from
the networlk, the connection L51/153 is »locked as well, even i€
both entities work correctly. T™erefore an indernendent FC
within the Transport or Sessicn laver is reasonabhle in this

case,

2.2 Frror Control

As mentioned in the introductinn ¥.25 auarantees transmission

with a rate of undetected erronrs close to 0. Tt ~uarantees the

intearity of network-pdus (nrotocol-data-units) and nreserves
their seauence. Mormallv this is sufficient for the "ransnort
| Laver. Put in most imnlementations only some parts of the X.?25
protocol have end-to-end sianificance (i.e.,nccur at both ends
oFf the connection), other parts as e.a. resets or flow control
onlv concern the local interface and esrec. ¥X.25 Aoes not
quarantee the delivery of network-service-data-units precedina
a termination- or reset-request. Therefore data-units ray bhe
lost and have ton be retransmitted. Retransmission toaether with
rescets mav lead to dunlicates and out of seauence data-units.
This cAan cause cooneratina transport-entities to AdAisaoree upon
the state of their connection and mav therefore lead to

deadlock situations within the Transvort Tayer.

Therefore the Mransport laver error control mechanism must have
end-to~-end sianificance, it has to resynchronize transport-
entities and it has to recover from lost, dunlicated, mis-
i delivered or Adamaaded data-units. Methods for these reauirements
f are: secuencina, acknowledoement/retransmission, tirer ani

checrsum,

Tn the “nllowina some nrohlems with the data-exchanae at the
IA/12 interface shall further Ye investiacated and it shall he
Adetermined which of the error contrnl mecharisms are sujtable
and necessarv in the transnort-syroaotocol. Tt is assuned that
transnart-entities une scanence numbers and acknrovledce pdus €0

dAptrct Tost ~r dunlicated open (Fia, ".1).,
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a)

h)

There is no fraamention within the Metwork laver,

That is, everv transport-pdu is mammned into 1 network-pdu.
(It is always manped into 1 network-service-data-unit). As
the Metwork Taver acuarantees the inteqritv of a network-ndu
only complete transnport-ndus mayv he dunlicated or lost. Such

errors occur toagether with T.3-RESrNT omerations.

al) If a L3-RPFSKET operation occurs and is notified to at
least one end of the networ% connection (hy a RFESET-
INDICATIOM service-primitive event), the I4-entityv onlvy
has to initiAate a end-to-end sianificant action to
inform 1its peer IA-entity of the reset condition. This
action mav bhe e.a. sendina a I4-RESET-pdu or clearina
the network connection. No timers within the Transnort

Layer are needed in this case.

a?) If a IL3-RESFT is not necessarily noticed hy the L4-
entities, losses of network-service-data-units can onlv
be recovered by timers of the transport-protocol.

There is fraamentation within the ‘letworX Taver.

Fraamentation is necessarv if the size of a3 service-data-

unit exceeds the maximum size of a protocol-data-unit. T™his

is the case hetween Transport and ‘letwork JTaver., Transnort-
pdus may he of arbitrarily lenath, whereas network-pdus
mostlv have a limited size which is oriented at the ontimnal
nu size of the network. A pdu size is ontirmal when the
qreatest effective channel canmacitv is obtained. Tno small
nus cause too much overhead, tono lona ndus have to he
retransmitted too often (a certain bhit error rate assured),

The real camacity is Adecreased hy contol information

{protncol headers, ACK-ndus, =tc.) and bv retransmissions,

In the case of ¥X.?5 a transpoart-ndu (= 1 network-service-

data-unit) mav he nmarned into a semunence of data-nackets

which all evecent the l1ast have the more-data-hit set,




hl)

bh2)

A [3-PFGQE™ aneration is notified to at least 1 14-

—entityv. Pia, 2.5 shows that if only T4] aets a RISFT=INDT-
CATION, how can TAs know that TPDU(0)* is corrupted?

Fither a checksum is needed which protects the whole
transport-ndu and is qgenerated and chected hy 14-

entities, or a 3-way-handshake mechanism is needed. 1In

such a mechanism a I4-entity sends a pdu and when

getting an acknowledaement, acknowledqes this one (fia.

2.6 and 2.7).

If there is no notification of RTNSETs to the Transport
Layer, only a checksum method is ahle to recover from

losses of parts of a transport-pdu.

Case b) can be avoided if the I4-protocol does the fraamen-

tation so that network-service-data-units can be transmitted

within 1 network-pdu.




3. Realizations of Tnd-to-Fnd Frror Control

In this chanter some end-to-end error control mechanisms are
analysed, It is shown which oroblems they cover and which they

1o not.

3.1 ARPA Metwork Source-to-Destination Transmission Procedure

The ARPA network is one of the first hiaghly developed nacket
switchina networks with sonhisticated error control, flow
control and routina alaorithms,

In the APPA networ¥ /Mc077/ hosts are connected via IMPs
(interface messaae processors) which are the nodes of the net-
work. Messaces (less than about 8.000 bits long) are
transmitted bhetween hosts, wnackets (maximally about 1.000 hits
lona) hetween IMPs. The source IMP hreaks a message into
several packets and sends them to the desination IMP which
reassembles the packets into the messace and delivers it to the
destination host (see fia. 3.,1). Fraomentation is used to
decrease the delav of messaades flowina throuagh the network.
Packets of a messacde are independently forwarded over arbitrary
routes of the network. (Nntimal flow, maximum delay, etc. are
discussed in /McN77/ or /¥Ss75/).

source dest
host THD I™p host
utdal N pcv]
L~\\ ~eh
—2
» nev D
L]
’ mga
RN |2 XniSAL
—— ! -

MST ceseess MessAae
PCYL eeesss MmACtet with secuence no. i
I s e YAy Ay next MmMessane

Mia, .1 MMesgsaade Transmission in the ARDA tetwork




Several messages may be in transit hetween anv 2 hosts. PRecause
of the routina alaorithm packets mav arrive out of order. The

transmission nrocedure provides the followinas

problem solution

- reorder messaaes hefore - message numberina
delivery

- detect damaaged or incom- - checksum over the messaaqe

plete messaaqes

- break (lona) messaqges into| - source IMP breaks a messaae
smaller parts bhefore into packets, destination IMP
transmission reassemhles it

- reorder nackets at the - packet numberinqg

destination IMP

- detect lost or Auplicated |- packet numberina and timeout
nackets
- end-to-end flow control - send RFMM bhack to source
- end-to-end error control - send RFNM hack to source and
timeout

The end-to-end acknowledaement RFMM (ready for next messaae)
first indicates to the source IMP that the destination IMP
correctly has received a messane (end-to-end error control) and
second indicates that reassembly storaqge is allocated to
receive a new messaqe (end-to-end flow control). If a RFNM has
not heen received for too lona a neriod, the source TP times
out A messaae number an:d sends a control messaqe to the Adesti-
nation TP, which has to state in a RIFNM whether the messaade in

question has arriverd or not.

The ARPA source-to-destination transmission procedure does not
nrotect the wav of a messaae from host to host but From source
P to destination THP, Therefore there mav be error situations
which causes some probhlems to the hiaher laver protocols. F.a.
what hampens ifF A misaddressed or misrouted ressaae is received
hyv an TP and is delivered to its host? Is it cuaranteed that
After an TY'P hreakdown a duonlicated messaae i3 not (once

Acain) deliveral £ the hoast? “That indicates a PT o wuhichk s




received hy an TP withont heina exrmected? “ome of throse
problems which normally ocecur very infreauent are solved in

other transnort onrotocols,

3.2 Non cStandard Transmission Control Protocol

The nrivate packet switchina network ARPANET of the U.S,
Nepartment nf Nefense (NoD) has further reen develoned since
its heqinnina in 1968, Tts nacket switchina technoloay for
leased lines has heen applied to satellite comrmrunication,
mobile radio and coaxial cable. To interconnect networks hased
on these technoloaies, the NoN has standardized an Internet
Protocol and a Transmission Control Protecol (TCP) for all

packet communicaticn systems /Cefl, PofR0/.

The TCP pnrovides a reliahle en'-to-end communication service.
It transmits seaments (= some number of octetts) on established
connections., Tt uses seauence numbers, nositive acknowledqe-
ment, timeouts and checksums of semments to detect and recover

from lost, Aunlicated, out of sequence and damaaced seaments.

Great cAare was taken that the error control nmechanism is hiahly
reliable even if crashes cause that searments or the mermorv of
sequence numhers in use were lost or cause that duplicated or

delaved seaments arrive.

For connection estabhlishment (0OP®Y) a 3-way-handshake procedure
is used to assure that no nld delaved reauest causes the
estahlishmant of a connection. Tt works as follows: a
transrort-entitv (T%) aets an OPI, acknowledaes it, unon which
the sender ™F hag to confirm that it reallyv sent an OPFRN-

raauest).,

As there mav ke rapid NPPN/CINSR geauences, the initial
sermenae number “or the first seament of a connection is
choosen b the conlder 7% g0 that bthe roceiver can identify
Aelaved apaments from nrevions incarnations of the connection,

A Apneratnr ic gse? Tor hat which cenerates mumiaue nuambhera




(within a meriod of anmproximatelv 5 hours). It is assumed that
seaments will stay in the network no more than 1 or 2 minutes
(the maximum seament lifetime (*SL) is choosen to he 2
minutes). Therefore if sequence number memory was lost, the
sender only Xeens quiet for a MSL hefore continuing to assian
sequence numhers to seaments and thus no old seagment will be in
the network having a sequence number equal to a newly created

one.

As mentioned in the introduction, 3-way-handshake is reliable
but causes some overhead which, however, may he justified for
the reauirements of ARPANFT's applications (mainly military
anplications). Seament exchange, however, is not based on 3-
wav-handshake and therefore some protlems still remain. E.q. it
mayv bhe possible that a TE receives a seqment, delivers it to
the layer abhove and sends back an ACK. If the ACK is lost the
sender TE retransmits the seqment (hecause it has heen timed
out) but if moreover the seauence number memory of the receiver
gets lost, how can it Adetect that the incoming seament is a

duplicate? Possibly the seament is Adelivered twice.

3.3 PIX Status Exchanae Protocol

The Status Exchanae (SFX) sublayer is pmart of PIX's Transnort
Laver and has mainly been developed by 5.V, Rochmann /RV7R,
PIX7®/. The SFX-nrotocol quarantees reljable end-to-end data
exchanage even with network aenerated resets and purges of data-

units.

Contrarv to most implementations each SFY¥-data-unit carries
onlv one seauence numher (SMO). An acknowledaement number is
not nsed, For 2 cooneratina Sr¥-entities it is asauned that
hoth “now the current SMO and can distinouish bhetween "old",
"current” and "new" numbhers (realized e.n. bv modulo 3
arithmetin). The SF¥-suhlaver provides only 1 service-nrimitive
to its laver above:

S {s) eveee status-exchanae service-nrimitive with

narametor s: status-3ata




It uses ? nrotocol-Adata-units:
NO(M,s8) ..... for status requests, Y: seauence no.,
s: status-data
NDONF(M,s) ... for status resmonse, N: seauence no.,

s: status-data
The SEX-protocol detects and recovers from duplicated, lost and
out of order data-units by usina sequence-numbers, timers,

positive ACK and retransmissions.

The mechanism is defined hy tahle 3.1 which shows the tran-

sitions of a SEX-entity. In the errorfree case it works as

enabling conditions  [actions

active { | on loceal interface events new active
place variables lower upper place ‘
(if changed;

111 ]s Ve
req(s) Oolss;\lss;, {do(N,Vs) 2
ON:= Nj
N:=next(N);
2 1 }4doln,s) and sin ofs) 3 ’ '
n="new"
3 1 |*do(n,s) and ddone(N,Vs)
n="current"
4 1 |tdone(n,s) { ignore}
5 | 2 | time-out do(N,Vs)
’ and/or reset :
6 2 |*done(ngs)and Sconf(s) 1
n="current” :
7 2 |*done(n,s)and { ignore]
. n="°ld"
8 2 fdof’n,s)and . { done(N,Vs) Scon ((s) 1
n="current
9 { 2 [%doln,s)and } done(ON,0OVs
n="old"
10| 2 |?*do(n,s)and { ignore}
n="new"
|
1mys Sresp(s) QJZ:S-.S=;,;S; done(N,Vs) 1 I
ON:=N

N:=next(N)

Vs "current” valun nf the status data
OVs: "old” value of the status (data

M "current” seauence numter

OMs "old" sequence namber

next (M) = (N+1)module 3

mahy, J.1: 3. transition tahle




follows (see fia. 3.2):
- A Sex-entity aets a +S-reaquest from above. Tt sends a
NO-pdu with a "new" seaquence number.
~ The peer entity receives the DO, sends an 4S-indication
to the entity above it ant waits for ¢S-response.
- Upon recention of +S-response, it sends DOME.
- The peer entity receives NOME and finishes the service-

reauest with ¢S-confirmation.

Some error situatinrs shall he discussed. If a DO~ or DOMNE-ndu
is lost, the NO is timed out and retransmitted. An example with
many retransmissions is shown in fia. 3.3. Three pdus have to
be retransmitted in this case. As it is assumed that DONE not
only acknowledaes a NO-pdu but also carries status-data, it

cannot be ommited and bhe remlaced by a subseaquent DO-nAu.

3.4 Summaryv of chanter 3

3-wav-handshake is the most reliable procedure if data-units
may he lost but it produces most overhead too hecause every
data-unit needs 2 control-rmessaages for acknowledgement. In most
protocols unacknowledged data-units are blindly retransmitted

even if only the ACK was lost.
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i=2 ... call request state
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DONE(N).. DOME~pdu "

! Fig. 3.2: Status exchange in the errorfree case

+8 1,N-1 1,N-1
ﬁ_;gcmest no(Ny) .
! DONE(N)
2,N .
request S
NO(N+1) )
ianorde——— !
2,N4+)
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Fin. 3.3: Frror situation in the SEM-protocol




4. The Transport Protocols

4.1 The Frror Control Protocol

The main desian criteria for error control in the Transport
Layer are
- reduce transmission overhead for the normal (errorfree)
case, i.e. no extra acknowledgement pdus
- use of a window technique (several consecutive pdus are
acknowledaed toqgether)
- use of timers instead of handshake procedures, to save

additional ack-pdus.

In our implementation all transport-pdus are sequenced and have
to be acknowledged by sending back the next expected sequence
number. This number indicates that all pdus with a secuence
number less than the retransmitted one have correctly bheen
received. Transport-entities check each pdu's sequence number

against the expected one. By inequality the pdu is ignored.

A timer tl watches that an acknowledgement arrives in time. If
a timeout of tl occurs, the resynchronisation phase is started
which determines which pdus have to be retransmitted. The

resynchronisation phase is also initiated by a RFSET of a net-

work entity.

This mechanism is illustrated by a Petri-Net (see fig. 4.1). It
is hased on a state vector of the connection and needs two
timers tl and t2. The state vector of hoth ends of the connec-

tion is composed of £ |

= the sequence number of the next pdu to be sent,

- the sequence numher of the next expected pdu,

- a substate indicatina whether a ndu has to be sent (tbs)
or to he acknowledaed (tha)

- the resnonsible timer (t1 or t2)

- a subhstate which counts consecutive errors

{errl, err?, ...).
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RO(X%, 1) ... request-pdu with seq. no. k and ACK-no. i
AC(k,1) +s+ acknowl.-pdu - " -
RSYN(,3j) ... resynchronisation-pdu with ACK-no. j

place (conditon) with state vector of
{one end) of the connection
a ... sequence no., of next piu to be sent
b ... sequence no., of the next expected pdu
c ... suhstate indicating whether a pdu has
to be sent [c=tbs) or to be acknow-
ledged (c=tba)
d ... responsibhle timer (t1 or t2)
€ ... errorcount

Pl P2
transition (fires denendent of its
conditions pl and n2)
nondeterminism: t1 or t? (not hnth) may
fire dependent of the event which happens

t] + 2

Fia. 4.1: The crror contrel machanism
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r.a. {x+1, i, tha, tl1, errl) means that the next send number is
E+1, 1 is the numher of the next exrected pdu, the ndu kK has to
be acknowledaed, the resrnonsible timer is 1 and 1 error has

occured,

Fia. 4.1 shall further bhe explained. Beainnina with a state
where both ends of the connection have consistent secuence rum-
bers (%, i), A reauest arrives at entity 1 from the laver above
(15-rN)}., The ndu RO(%, i) is sent and has to he acknowledaed trv
an AC-pdu. Timer tl is started., If there are transmission
errors (RO-ndu or AC-ndu is lost), tl runs Jdown and the
resvnchronisation nhase is started. An unnumbered RS8YM-pdu
toacether with the next expected nurber is sent and has to he
acknowledaed by a RSYM-pdu. Acain tl watches that the
acknowledainag RSYN-ndu arrives in time. If not, 2 consecutive
errors have occured and in this imnlementation the connection
is sunnosed to be uncorrectably ‘down. The T.5-entity is
notified. Otherwise the incomina RSYM-pdu indicates which
sequence nurber is exnected by the remote end, imnlyina which

pdns have to be repeated.

If an AC-pdu is sent by entity 2, the timer t2? is started, If
it Aoces not Aarrive at entity 1, a tl-timeout occurs and a RSYV-
rdu is sent hy entitv 1, Ntherwise the timeout t£2 indicates,
that the AC-rdu must have arrived at entity 1. The reaning of
t? is, that Aurina the time t?2, entity 1 =mav nrotest acainst

the lost of its ndu or of the AC-rdu.

4,2 "he Connection Protocol

stahlishment

A transonrt-connection bhetween ? seassion-entities is
Actabhlished 1F hoth entities have jasnn? matchina reanests,
fer. 1f the anecificd Addresses corresoond vith each other, At
the TA4/TS dinterface the crnnection is referenced hw a

hiorarohia address [one, DMANT L 0v0) ) yhere CTONT jdeanti fieg

the cormmter sito, DUVANT the nrocnass name (entity name), and




CMO the connection number. Addresses may Ye specified generi-
cally, 1if the actual walue is not ¥nown. (For Jdetails of the

addressing mechanism see /Roefl/).

Retween transnort-entities a connection is referenced by a uni-
que transport-connection-number (TCM0O), niqueness is ortained

if e,a, the set of ™CM0Os is totally ordered and each transwnort-
entity has its own suhset of numbers which is disjunct with the

set of another T4d-entitv.

If a session~-entity issues a reaquest tc estahlish a transport-
connection (TCONMRO, see fin. 4.2) and if this request is
{locally) accented hy the referenced Td-entitv, the Td-entity
transmits a Jd4-protocol-data-unit (TACOMROY to the peer
transmnort-entity. LACONRO contains a TCNO which was nct
currently used. Tor transmission of the pdu, a network-connec-
tion is used which exists bhetween the ? related L4-entities.

Such a network-connection possibly has first to be established.

The answer to a [4CNMYPN-ndu is an accent- or reject-ndu
(LACOMAC, TACONRT) which serves as an acknowledaement. If there
are 2 accented requests with matchina addresses, a transport-
connection is established. Tt is identified by the minimum of
the two TCMOs which were used within the T4COMPN-npIus, This
alaorithm needs no additional exchange of pdus retween T4-
entities to aaree upon a uniaue TCNO (even if hoth TACONRNs

have overlarmed).

If 2 matebhina reauests have usaed different netweork-cornections,
the TA-entities have to aarec uron 1 connection ard can
rossinly release the other one. The sarme alacrithm has to he
imnlemente? in the TA-entities so that thev “now which one
{(e.a. the least ane, if A1l Td-entities are totally orlern~d)

has +n release A connection and which ennnection shall further

oouged,




Pelease

For transport-connection release nth session-entities have to
issue clear-reauests (fia. 4.3). The noer Td-cntitv is inforre-d
of a clear-reauest bhv a TACIR?PN=-ndu. Fach TACLPPO-ndun has tn tre

acknowledae?® W a TAAK-ndu or nicav-hacked within another ndu,

The release is araceful, i.e. nco data-units are nuraed as lona
as only one side has closed the connection. Ther«=fore a
sesginn-entity may continue tn receive ndus if it is in the
rdraq (remote Adisconnect reauest) or rdac (remote disconnect
accent) state (cf. fia. 4.3) until it issues a clear-reauest as
well. T™his release mechanism is oriented at the user's
reauirements: 1€ one side has terminated data exchanae and does
not exnect further data-units, it mav close the connection
nossibly hefore the other side has received all FJata-unins. -
mechanisms where data-units are nuraed if one side closes the
connection, the user entities have to exchanae messaaqges nrior
to clesina of a connection to he shure that the hoth sides have

finished Adata exchance.

4.3 The Nata Fxchanae Protocol

Fverv reauest to send a transnort-service-data-unit causes a
LANATA=nAu to he sent over the transnart-connection containin~
the service-Aata-unit. Fach TADATA-pdu is acknowledaed hv the

veer-transnort-entity (fia, a4,4),

For file transmission, the filn is snlit intn several Jfata-
units which are transmitted as TANATA-nANs, The reer Td-entisy
hag &9 VYnow wuhich one is the first odu of A File *ransfer and
which one is the last., "Thie s attained YZw a TAFTIPY=ndun anid A
TARTI M Mandyy, ath nng have o e actrovliedaed (as well as A1l

TANA™RA=nMg) .




lA-service-primitives

1A-protocol -data-units

4 LACOMNRO connect-reauest vdu
LACONAC connect-~accept ndy
LACLRRO clear-request pdu
LADATA data pAu
1AACK acknowlediemnent pdu

States of the tranaport-connections

Tco
SONR@ | free LYconRQ fren
creq L4 CONAC ==
TeoupCA ta {| the
Pollaiatc
cace LeCONRQ thwia TcoNRG
HCon A cre
i < - 1
NAC "
Jenh o cacel Tonac 2
Comy ~—r
Conmn
F.':. 4.2 Tf‘\qx‘urf Couunectou Fztablichiuent
L:‘ L, Lyg Ls,_
TCLRRR couu; L¥c
———— » ) LtRRQ Coun TeL R . LS. Ll'.‘ qu
g | Luack - —
— tz{ relry TDu LeDAmn
da!‘ “
r Coun Comy
C
cLRRR LA
LUCLRRE -
dw-
dvq. L¥Aack ace
ace } " ¢ TtRac
l: AIS&“.' free Tt Hc::qnt Cxolaquag
free
7\'3 4.3 T'quxpov‘l Counectiou Release
Legende:
L5 +e. entity 1 of layer §
43 veo entity i of layer 4
— vss service-primitive
=== .+ protocol-data-unit
E > .+« match of 2 connect-requests

-accept event type 1
-accent event type 2

TCONRQ inltlate-transport~connection-request event
TCONACL - "

TCOMAC2 ~ " -

TCLRRO clear-transport-connection-request event
TCLRIN - " - -indication event
TCLRAC - " - -accept event
TSDURD transport-service~data-unit-request event
TSNUIN -" -indication event

isaned

free free state
crecdq connect request state
cace connect Acceont state
1 thm ta be matched state
] thma thm state after timey t2 ran Jdown
conn connected state
Ara Aiseonnect. request state
rareg revote disconnect reaquest state
dace discanneat acrent state
draacea nd dicannrct reauent was
rlac rdva after ¢2 ran down

LS,

TSdury
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5. Conclusieon

Transnort protocnls and esnecially their end-tn-end error
control mechanisms have been discussed. For an X.25-like WNet-
work Tayer a new end-to-end error control mechanism has heen
introduced, which serves as a bhasis for the transport
protocols: connection establishment and release and data

exchanae.

The main advantages of this error control are that messaaes are
not blindly retransmitted if only an ACK was lost and that a
second timer at the receiver's side qives a reliahility close

to 3-way-~-handshake.

This nrotocol can further be ontimized. The notification of
networ¥-RFSETs may he used on hoth sides to recover €£rom
possihly lost pdus and initiate the resynchronisation wnhase
without waitina on the exniration of a timer. Retter efficiency
mav also he obhtained i€ a nossibly lost short data-unit is

immediately retransmitted within a RSYM-messaaqe.

The entire IPC system, where the Transport Tayer is one nart of
it, is implemented in PASCAIL and Assembler on PPPlls and LSIlls
under the operatinag system RSX11M. The LSI1l are used as front-
end and comnrise the Networ¥k, Link, and Physical Tayer. Thev

are connected with the PNDP bv direct-memorv-access interfaces.
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TH IPC INTFRFACFE TO THFE APPLICATIOMN IAVER
1
1. Service-Primitive Parameters
CTRIL = nowait: control is returned to the (service-
reaquesting) L7-entity as early as possible
= wait: it is waited until a certain event has
happened
CNO connection number; to identify a process’
connection
RFET return code; indicates if a service primitive i
was successfully completed or not
STAT state of the connection :
PTN process-tyvne-name i
RPTN process-type-name of the remote process
PID process-identification consists of 3 fields:
NODE: identifies the computer system i
PNAME: process-name aenerated by the operating
system i
CMO: connection number
RPIN identification of the remote process (same
structure as PIN)
PRIO priority class of a messaqe
UPATA user-data
FID format identifier, was declared in a DECLF-ser-
vice-primitive ‘
CNOSET set of connection numhers T
LFNMAME local filename
RFNAME remote filename
S numbher of messages/files sent but not yet received
hy the remote entity
R rumher of messaages/files sent by the remote

entity hut not yet received




~D

?. Connection Fstablishment

B

| CSBEGIN, »CTRIL, +CNQO, «RFET, <STAT |

- - — - — - — - - - =

R S B L A

Before any connection can be estahlished with a CONNRECT-
primitive, CS once has to bhe called with a CSRRGIN primi-

tive. After this CS knows the calling process and has

reserved communication buffers. CSBEGIM and CSFMD (cf. chap. 5)
are the first and the lést primitive which have to be

called.

CTRL not used
CNO not used
RET l or -4
STAT not used

A connection with the number CNO is to he established to the
process RPID of tyme RPTN. The connection is existing, if
RPIN has issued a correspondina (matchina) CONNDCT. Values
which have been aenerically specified are returned by the CS8

after connection estahlishment.

CTRL = nowait: wait until CS has accepted or rejected
the CONMNECT-reauest
= wait: wait until the request is rejected or
the connection is existing
MO
prm cf. 1.
STAT
PN own nrocess~-tyne-name
RN remote process-type-name
generic valune: RDTN =! ' meanina "a process
of any tyne"
RPID remote nrocess-identi®ication
aeneric values: NONF = O
PMAMP= O
crNO = 0

any comnuter system

any nrocess

any connection of the praocess

orm——e




3. NData Fxchanae

3.1 Format Declaration

- — = —— - —— . ————— — - — - - —

| DPRCLF,+ CTRL, +CNO,« RET, «STAT,+FID, +FORMAT |
The structure of a data-unit (messaae, file) is made %nown
to the CS and can further be referenced hy its iden-
tification FID. It is described by a character strina, whose
syntax is FORTRAN-like (e.qg.: '1C5,10I' means 5 character,

10 inteqer).
CTRL not used

CNO

0: alobal declaration, valid for all connec-
tions of the process

0: the declaration is wvalid only for the spe-

cified connection

RET cf. 1.
STAT
FID identifies the declared structure (unique within

the scope of the process or the scope of the
smecified connection). Note: FIND=0 and FID=-1

have special meaninas,

FORMAT consists of 2 fields:
LNG: lenath of the format-string in hytes
FSTRING: character string which describes the

structiire of a data-unit. It may

contain:
nl for intecer
n?P for real

nCi for character {n,i inteaer)




| PECIFC, +CTRI, +CMNO, <RET, +STAT, +SETOFFID |

The NDFCLFC-primitive is necessary if the structure of the

messages has bheen defined with a PASCAl-case-record. EBvery

messaage correspondends to only 1 case of the record

definition. The structure of each case has to bhe declared

within a DFCLF-primitive. Therefore a FID exists for each

case. All FIDs, i.e. all cases have to be combined with a

DECLF-primitive.

CTRL not used

CNO see DECLF-primitive

RET cf. 1.

STAT

SETOFFID - the FINs of all FORMATs which shall be comhined,

they have to be oreviously defined with DECLFs

3.2 Message Transfer

The data-unit
PRIO is to bhe

—— —— ———— ——— ————— —— - — — T —— . W —— . - - —
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UNATA of the structure FID and with priority

transmitted over the connection CNMO.

CTRI, = nowait: no waiting if the data-unit cannot he
transmitted by CS (probahly hecause of flow
control constraints)

= wait: wait until the Aata-unit can he transmitted.

CNO

RET cf. 1.

STAT

PRTO nriority class of UDATA

TIDATA nser-data-unit

"IN format~identifier

N: FIN corresponds to a FORMAT which was
Aeclare?l in a NRCLF primitive
0: no FARPMAT exists, YIPATA is transmittted

without conversion (tranparent mode)




A da*ta-unit with priority PRIO is to be received on the con-

nection CNO and is to be copied into the variahle UDATA,

CTRI, = nowait: no waiting if there is no data-unit
of priority PRIO
f = wait: wait until there is a data-unit
CNO
RET cf. 1.
STAT
PRIO priority class of UDATA
UDATA variable in which the received data-unit is to

be copied.

A data-unit with priotrity PRIO is to bhe received on any of

the connections specified in CNOSET.

CTRL = nowait: no waiting if there is no data-unit
= wait: wajit until there is a data-unit on any
of the connections specified in CNOSFT
CNO number of the connection where the data-unit was ’
received (return-parameter!)
CNOSR™ set of connection numbhers
RET
STAT cf. AVAIT service-nrimitive
PPIO

TIDATA

¥
§
'
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3.3 Filetransfer
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The file LFNAME is to be transmitted over the connection

CNO. It gets the name RFNAMF at the destination.

CTRL = nowait: no waiting if the file cannot be
transmitted by CS
= wait: wait until the file can he transmitted
CNO
RET cf. 1.
STAT
LFNAME local filename
RFNAME remote filename, may be generic: °* '. CS
then aenerates a filename at the remote site.
FID format identifier

N: a FORMAT has bheen declared in a DECLF
= 0: transrarent mode
-1: implicit description mode, i.e. the file
consists of records which first contain

a descrintion field a then the value

T D -t D D A o o - D —— D W W= . — — S D D W N W Yu N e (=D e et Sub D " D . S

The file FNAMF is to be received on the connection CNO.

CTR[. = nowait: no waitina if there is no file
= wajit: wait until there is a file havino the
name FNAME
N
npT cf. 1.
STAT ,
PAALTE name of the file which is to he received

generic: TVAME = ! ' ¢ any file is to bhe

received




FORMAT description of the contents fo the transmitted
file as declared in a PRCLF-service-primitive
by the remote process (cf. 3.)
LNG=0 : transparent mode, no FSTRING exists

ILNG==1: implicit description node

4. Information of a Connection

Parameters of the connection CNO or of the connection to

RPID resp. are returned.

CTRIL not used

cHO connection number
if not specified (CNO = 0), RPID has to be spe=-
cified and CNC is returned

RET
STAT
cf. 1.

RPTN

RPID

S number of messadaes/files which were sent but not

yet received by the remote process

R numher of messaaes/files which were sent by the

remote process but not yet received |

—




5. Connection Release

P
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A connection is to he released. Tocally the state of the
connection changes to “dreq" at the remote site to
"rdreq"”. As soon as the remote process has also issued:

NDISCONNECT, the connection is non-existant.

CTRI = nowait: no waiting *
= wait: wait until the connection is released
MO
RET cf. 1.
g STAT
.
S cf. 4.

- - D h " - - — o —— O —— —

- - - —— - . —— — ———

To finish the interaction with CS, the user process has to

call the CSEND-primitive.

CTRI.
3 CNO not useAd
RET

aTAT







